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Introduction 
This document provides best practices and guidelines for creating documents that are 
optimized for seamless integration with Artificial Intelligence (AI) systems, particularly those 
leveraging large language models (LLMs) and Retrieval-Augmented Generation (RAG) 
techniques. Adhering to these guidelines will significantly improve the accuracy, efficiency, 
and overall effectiveness of your team's workflows when using AI for information retrieval 
and analysis. This guide focuses on preparing documents for optimal embedding and 
processing by AI models, ensuring reliable and consistent results. 

Basic Concepts 
When you type a message into a chat system like ChatGPT, a series of events occur before 
your message is “read” and processed by a large language model (LLM). Here is a quick 
summary of what happens: 

1. As you type the message, it is typically stored as a sequence of Unicode characters. 
2. Once the message is submitted, the message text is broken into a series of “tokens” which are 

the smallest chunks of information that a language model is trained to understand. An 
example of tokenization can be found here. 

3. The series of tokens is converted into a series of embedding vectors, which are essentially 
numerical descriptions of the semantics associated with each token. 

4. The embedding sequence is provided to the LLM as input.  
When an LLM is finished processing inputs, it outputs embeddings that are then converted 
to human-readable text by following the above steps in reverse. This output is the 
“response” that ChatGPT/etc. provides to the user based on their input message. 
 
As described above, the first thing that needs to be provided to this type of AI system is 
machine-readable text, often formatted as Unicode (or ASCII). If you see an AI application 
that can read uploaded documents, that application has some method of recovering 
machine-readable text from the input file. Some document file formats contain the full, 
unaltered text and software can automatically extract this content with ease. In other cases, 
such as a physical document that was scanned into a digital image, optical character 
recognition (OCR) must be used to recover the text (or an approximation thereof).  
 
The message at the heart of this paper is that the most AI-ready documents are the ones 
that have a complete representation of their content as machine-readable text that can be 
automatically extracted without error. The following guidelines focus on supporting this 
goal. 

https://en.wikipedia.org/wiki/Unicode
https://platform.openai.com/tokenizer
https://en.wikipedia.org/wiki/ASCII
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Writing AI-Ready Content 

Use Semantic Document Structure 
Use headings, lists, tables, and other structural elements liberally and consistently. This 
allows AI models to better understand the hierarchical structure and relationships within 
your document. 

● Example: Many Word features like numbered lists, bulleted lists, tables, headers, 
and footers are useful structures for supporting AI readability in text. For example: 

 
1. Screenshot of a document containing a table, headers, and special characters 

 
2. Screenshot of an AsciiDoc document converted from Figure 1, with most of the syntax preserved and 

therefore visible to AI applications 

Provide Clear Navigation 

Structure documents logically to aid navigation and context retrieval for AI processing. Use 
logical document flow, clear section headings, and a table of contents for longer documents. 
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● Example: Organize information in a logical sequence, with each section building on 
the previous one. Include a table of contents at the beginning of the document. 

 
3. Example of document structure 

Prioritize Meaningful Content, Avoid Redundancy 
If this doesn’t interfere with the intended human use of the document, ensure as much of the 
textual content is unique and semantically meaningful. Some widely adopted RAG systems 
and citation algorithms perform better at retrieving the correct information when it only 
appears in one place in the source document. If a document is filled with fluff or insubstantial 
conversational details, that content may make it harder for RAG or the LLM to identify all 
relevant context for a prompt.  

Prefer Simple Tables 
Structure tables simply, using clear headers and row/column labels. Avoid complex nested 
tables or merged cells, as this hinders accurate data extraction and can confuse LLMs. 

● Example: Use simple grid-like tables with a header row and clear labels for each 
column. Avoid using merged cells or nested tables. 
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4. Left: A table from a Word document. Right: the same table converted into the AsciiDoc format. 

When considering ways to represent tables in plaintext, prefer formats that are well 
represented in LLMs’ training data. Markdown is extremely common and well-understood by 
LLMs. On the other hand, Markdown table syntax is very limited – for more complex table 
formatting, AsciiDoc can represent details like merged cells and nested tables, so that data 
may be preserved (although it’s still harder for LLMs to understand these details in practice).  

Creating AI-Ready Visuals 

Describe Images Using Alternative Text 

Provide comprehensive, descriptive alternative text (often called “alt text” in short) for all 
images. This allows AI models (and screen readers) to understand the content of the image, 
even if the model cannot "see" the image like a human. 

Some AI applications leverage computer vision to “see” images in lieu of alt text. In our 
experiments, these methods often missed key details such as normative information in 
specification documents. 

Deciding what to write for alt text is subjective. A general rule of thumb can be to write 
enough that a screen reader can convey to its user the intended message of the figure in the 
context of its section and the overall document. In some cases, this can be challenging – 
trying to completely describe a large, detailed flowchart or architecture diagram with alt text 
alone is impractical. In those cases, alternative methods may be explored: one way is to 
rewrite the content around the diagram to describe it in full detail, or another way is to use a 
diagram description language like Mermaid to provide a code-like description of the image. 
LLMs have been shown to do well at understanding Mermaid diagrams, but it still is not a 
definitive solution in all cases.  

 

http://mermaid.js.org/
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● Example: Instead of "image1.png", use "A bar chart showing quarterly sales figures 
for 2023." 

 
5. Example of alt text 

 

● Note: Adding alt text to an image is supported in most document editors. In Microsoft 
Word and Google Docs, right click an image and select the “Alt text” option as shown 
below. 



 

 

2025 ON WRITING FOR AI 

 
6. Adding alt text to an image in Google Docs 

Prefer Simple Image Formats 
When embedding images in a document, prefer widely used formats like JPEG, PNG, and 
SVG. These are easy to convert and manipulate with software, so computer vision may be 
used to understand these images now or in the future. Also, these formats are the ones 
where most document applications (MS Word, Google Docs, etc.) allow applying alt text, 
which can be invaluable for AI readability. 
 

● Note: Avoid stacking multiple images with one caption, as shown below. In plain text 
conversions, it can be difficult for the LLM to recognize that both images are associated with 
the caption (here, “Figure 4”). Instead, these two images could be merged into one before 
being inserted into the document.  

 
7. Example of a composite image 
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Handling AI-Ready Files 

Convert from DOCX, not PDF 

If documents are produced in Microsoft Word/Google Docs/etc. and distributed as PDF, avoid 
using the PDF as the basis for conversion to plaintext. Prefer the authoring format instead 
(e.g. DOCX). PDFs present inherent limitations in fidelity during text and media extraction, 
often resulting in data loss, formatting issues, and challenges with complex layouts. 

Anecdotally, we faced considerable challenges around data loss and formatting when 
converting from PDF to text early in our work. As a result, we switched to a DOCX to 
AsciiDoc/Markdown workflow to improve fidelity and efficiency, significantly reducing errors 
and improving data integrity. 

● Example: Instead of starting with a PDF that was generated from a scanned 
document, begin with the original DOCX file that was used to create the PDF. 

Convert to MD or ADOC, not Unformatted Text 

When converting a document into a text representation, prefer a widely used markup 
language like Markdown (.md extension) or AsciiDoc (.adoc extension). This requirement 
ensures consistent character encoding, avoids compatibility issues across different platforms 
and AI/LLM tools, and provides a standardized format that is easily parsed by AI systems. 
Most LLMs recognize Markdown and AsciiDoc, and can understand meaningful structural 
elements like headers, lists, and tables. In contrast, nonstandard text conversion tools do not 
preserve these elements (or may do so in an unfamiliar way).  

● Example: After finalizing your content in DOCX, use a conversion tool like Pandoc to 
create an AsciiDoc file (.adoc extension). 

Track Source Materials Used to Produce the Document 
Often tools are used to generate visuals used in technical documents. For example, we have 
seen Visio-based flowcharts and diagrams, and we’ve seen line plots from real 
measurements gathered in the field. In either case, it is valuable to keep the source content 
that was used to generate the visuals (Visio project files and raw data files, respectively). 
Tool use is a software design pattern where LLMs can be made to utilize alternative data 
formats like these as sources of context.   
 
Also, keeping the source materials is useful for long term maintenance of the documents in 
case visuals need to be updated for any reason in the future. 

https://en.wikipedia.org/wiki/PDF
https://support.microsoft.com/en-us/office/file-formats-for-saving-documents-88de3863-c9e5-4f89-be60-906f9065e43c
https://pandoc.org/
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Additional Commentary  

Accessible Documents are AI-Ready Documents 
During our initial pilot projects, accessible design principles dramatically improved the 
accuracy of information extracted by our RAG system. Specifically, the consistent use of alt 
text for images allowed the AI to accurately answer questions about visual content, 
particularly when compared to documents without alt text. 
 
Accessibility is a worthy goal regardless of AI, but achieving accessibility also effectively 
satisfies the requirements needed to make a document useful to AI.   
 
Further reading: 

● Microsoft Support: Make your Word documents accessible to people with disabilities 
● Section508.gov: Create Accessible Documents 

Consistency is Key 

Maintain consistency in formatting, structure, and terminology throughout your documents. 
This is relevant at all layers of document production – make sure document files are named 
consistently and predictably, make sure document metadata like publish dates and revision 
names are presented in the same way, in the same place across all documents in a dataset, 
and make sure document structure is clear and uniform.  

Test Your Documents Thoroughly and Often 
Before deploying documents for AI processing, test them using the target AI system to 
ensure they perform as expected. Tests should be reproducible and easy to run often. At a 
minimum, identify high-priority information in source documents and ensure that retrieval of 
that information is tested to behave correctly. 

To illustrate one possible solution for testing, the following sections describe the initial 
methods we took to test our AI applications. Our approach focuses on creating structured 
Q&A pairs and leveraging an automated testing platform to ensure thorough and consistent 
evaluation. 

Q&A Pair Methodology 
At the core of our testing process is the creation of targeted Question and Answer (Q&A) 
pairs. Each Q&A pair consists of a question designed to assess the LLM's understanding of a 
specific concept or relationship within the document, along with a carefully crafted expected 
answer. By comparing the LLM's response to the expected answer, we can quantitatively 
measure the accuracy of the model's understanding. 

Our Q&A pair generation process currently employs a blended approach. To ensure a solid 

https://support.microsoft.com/en-us/office/make-your-word-documents-accessible-to-people-with-disabilities-d9bf3683-87ac-47ea-b91a-78dcacb3c66d
https://www.section508.gov/create/documents/
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foundation of fundamental knowledge assessment, a significant portion of the questions are 
created manually. These manually crafted questions are often more conceptual in nature, 
focusing on explicit definitions and relationships that are directly stated within the 
documents. This allows us to directly assess the LLM's ability to extract and recall key 
information. 

To supplement the manual question generation, we leverage AI models, currently GPT-4o 
Mini, to create additional Q&A pairs. This approach allows us to explore more complex and 
nuanced aspects of the documents. AI can be used to generate questions that combine 
concepts from different sections, explore implicit relationships, or assess the LLM's ability to 
synthesize information. Furthermore, we ensure that all AI-generated questions are 
designed to produce answers that can be directly derived from the provided document, 
maintaining the integrity of the evaluation. 

The responses to these Q&A pairs are then scored according to answer correctness. This 
involves assessing the accuracy of the LLM’s responses by comparing them to the pre-
defined expected answers. This metric quantifies the accuracy of the LLM’s responses. We 
determine the percentage of answers that directly align with the expected answer, based on 
the information provided in the documents. A higher percentage indicates greater accuracy. 

Automated Testing Platform 
To streamline the testing process and enable efficient experimentation with various LLMs, 
evaluation methodologies, and RAG implementations, we utilize an automated testing 
platform that is available as open source. This platform provides the following key 
functionalities: 

● Automated LLM Evaluation: The platform allows us to run batch jobs that test LLMs 
against a series of pre-defined questions, automatically scoring them against the 
expected answers. This significantly reduces the manual effort required for 
evaluation and enables rapid iteration and comparison of different configurations. 

● Flexible Evaluation Settings: The platform offers a range of configurable settings to 
tailor the evaluation process. This includes: 

○ Evaluation Type: The ability to select different methods for evaluating LLM 
responses, including but not limited to metrics from Ragas. 

○ Number of RAG Runs: The ability to specify how many times to test the 
questions using context from RAG. 

○ Number of Non-RAG Runs: The ability to specify how many times to test the 
questions without context from RAG. 

● Comprehensive Reporting and Export: Once the execution has completed, the 
platform provides a summary of the results, including key metrics such as accuracy, 
precision, and recall. The results can be exported to JSON format for further analysis 
and integration with other tools. 

https://docs.ragas.io/en/latest/
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● Leaderboard Integration: A leaderboard interface is provided for easy comparison of 
different LLMs and RAG configurations. 

This automated testing platform offers a valuable framework for efficiently evaluating and 
optimizing LLM performance in the context of technical documentation processing. 

Conclusion 
By following these guidelines, your team can generate AI-ready documents that consistently deliver 
reliable results during RAG processing. This will directly improve your workflow, reduce manual 
errors, and facilitate more intelligent and efficient utilization of AI technologies. This document will be 
updated as practices are refined and expanded upon.  


